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Abstract—Building dialogue systems that converse with hu-
mans in order to help them in their daily tasks is being a
priority. Some systems converse by generating dialogues word by
word whereas others retrieve the best utterance among a set of
candidate responses. These retrieval systems rank the candidate
responses by their relevance to the history of the conversation
(context), the best response is then chosen. Approaches based on
deep neural networks performed well on this task. In this work,
we improve a state of the art approach based on an LSTM
dual encoder and propose a new response retrieval dialogue
system. Based on syntactic and semantic similarities between the
context and the response extracted from word embeddings, our
approach learns to match the context with the best response.
Experimental results on the Ubuntu Dialogue Corpus show an
important improvement of about 7%, 6% and 2% on Recall@(1,
2 and 5) compared to the best state of the art system.

Index Terms—automatic assistance, dual encoder, LSTM, dia-
logue systems.

I. INTRODUCTION

The exponential growth of Internet services and the number
of users is making managing them a complex task. It is being
crucial to develop machines that assist humans in doing their
daily tasks. One important thing is to develop machines able
to converse with humans and understand their needs. Using
such machines could remarkably improve task performance
and reduce human effort. The recent progress in computing
power, the availability of large datasets and the new designed
machine learning models helped developing natural language
understanding and generating systems. These systems can
understand and converse with humans by either generating
responses word by word (generative systems) or by searching
for the best answer among a set of predefined candidate
responses (response retrieval systems).

Conversations contain multiple exchanges, called utterances,
between two or more people. In order to produce an adequate
utterance to a given conversation, it is important to consider
all the context utterances which make the task more difficult.
Many recent works addressed the problem of predicting the
next utterance in written conversations. Some of them select
the best utterance by considering the one that matches all the
context utterances. Whereas others reduce the hole conversa-
tion to its last utterance.

Given the example in Table I, a response retrieval system
attempts to rank the candidate responses in order to find the
next utterance of the given history of conversation. In this case
the first response should be ranked before the second one. Note
that it is important to consider all the context utterance and
not only the last one since almost all the dialogue utterances

Context

utterance 1 Hi, I can not longer access the graphical login screen on
ubuntu 12.04

utterance 2 what exactly happen?
utterance 3 I can’t remember the error message, would it have auto-

logged to a file or should I reboot quick?
utterance 4 you mean it won’t automaticaly start and what happen

then?
utterance 5 it just stop at a text screen, but I can access the command

line login via alt F1-6, and start x manually there. I think
it might me lightdm that’s break but I’m not sure

Candidate responses

response 1 for me lightdm often won’t start automatically either. It
show me console tty1 instead and I have to start lightdm
manually

response 2 what about sources.list ?
TABLE I

EXAMPLE OF A TECHNICAL CONVERSATION BETWEEN TWO USERS
EXTRACTED FROM THE UBUNTU DIALOGUE CORPUS [1]. THE FIRST
CANDIDATE RESPONSE IS GOOD WHEREAS THE SECOND ONE IS BAD.

share common words (written in bold) and common sens.
Considering all these utterances yields to a better performance
of the candidate responses ranking.

The difficulty of the next utterance ranking task resides
in the fact that the context and the response share common
information that is, in most cases not implicit. According to
[2], the challenges of this task are (1) how to identify important
information (words, phrases, and sentences) in the context
and to match this information with the other information in
the response and (2) how to model the relationships between
the context utterances. Existing works either use complex
architectures to capture utterance level information and com-
plex response matching mechanism or neglect utterance level
information and consider the context as one long utterance (by
concatenating all the utterances).

In this work, we improve an utterance ranking system based
on dual encoder [1]. We encode the context and the candidate
response into two separate vectors following the same process
as them. The encoder is a shared recurrent neural network
with Long Short-Term Memory (LSTM) cells [3] that learns a
transformation of the context and the response into fixed size
vectors. We compute a similarity vector as a cross product
between these two vectors. Then the utterance ranking score
is obtained by learning the transformation of this product
vector using a fully connected layer and a sigmoid function.
At the end, our model outputs a probability that a candidate
utterance is the next utterance of the given context. We use
this probability to rank all the candidate utterances. This new



ranking approach allows capturing the common semantic and
syntactic features between the context and the utterance which
is important to ditinguish between good utterances from bad
ones. We evaluated our approach on a large dialogue corpus of
Ubuntu chat and we followed [1] in the choice of Recall@k as
an evaluation metric. Experimental results showed a significant
improvements compared to the best state of the art system.

The remainder of this work is as follows: section II in-
vestigates works around conversational systems. Section III
describes the problem and the architecture of our system. In
section IV we present the dataset on which we evaluated our
system, results and comparison with state of the art systems.
Finally we conclude in section V with some perspectives of
future work.

II. RELATED WORK

Recently many works were interested in constructing task-
oriented conversational systems. We distinguish two categories
of dialogue systems: generative and response retrieval systems
[4]. Most of the generative systems are based on the sequence-
to-sequence architecture of [5] in order to generate dialogues
word by word [6], [7], [8]. Despite the capacity of these sys-
tems to generate customized responses for each conversation
context, they tend to generate short and general responses [9].
Thus, they prefer generating for example ”I don’t know” and
”Good !” in most of the times. This is due essentially to the
lack of diversity in their objective function [10]. In technical
assistance, a dialogue system is supposed to generate accurate
and customized responses to help the user solving his specific
problem. In the other hand, response ranking systems are able
to provide more accurate and syntactically correct utterances
in case they have been already seen. This category of dialogue
systems is in the center of our interest in this work.

[1] built an utterance ranking system based on dual encoder.
Their main idea is to use word embeddings to present the
text input (the context and the candidate utterance). Then they
encode separately the context and the utterance embeddings
into two fixed size vectors. These vectors contain a compressed
information of the hole context and response independently of
their initial length (in number of words). A dot product is
computed between a learned parameter matrix and these two
vectors. The product is transformed into a probability used as a
ranking score between the candidate utterances. Moreover, two
variants of the dual encoder with RNNs and LSTMs cells were
implemented and evaluated in the same work. An extension of
this study was realized by [11] in which an ensemble system
was deployed. It regroups 11 LSTMs, 7 Bi-LSTMs and 10
CNNs trained with different hyper-parameters.

Inspired by the human brain, [12] incorporated domain
knowledge into their system in order to improve context and
response modeling. They introduced for the first time a new
cell called r-LSTM which has an extra gate called Recall
Gate. As indicated by its name, this cell helps in memorizing
information about domain knowledge in addition to encoding
the context and the response with the same process of [1]
explained previously. [2] designed a response ranking system

which considers this time the context utterances separately.
From each utterance in the context, they extracted two infor-
mation: the word level and utterance level similarities. These
information are encoded using a succession of convolution and
pooling and then accumulated using GRU units [13]. At the
end a probability is computed using softmax on the weights
of the accumulating GRU.

Unlike all these works, [14], [15] only considered the last
utterance of the context. [15] used the conversation topic as
an extra information to improve the quality of the selected
response. The conversation topic words were extracted from
both the last utterance of the context and the response using
the state-of-the-art topic Twitter LDA model for short texts
[16]. The context, the response and their topic words, were
embedded into a vector space using Neural Tensor Networks
[17], [18]. The response ranking score is computed as in the
works presented previously using a softmax function.

In this work, we adopt the first neural system that addressed
the next utterance ranking task: the dual encoder [1]. We build
an utterance ranking system that captures context response
similarities between the context and the response. Unlike [11]
and [12], our approach is simple and can be easily adapted
to other domains since it does not require domain related
information. Our approach is trained in end-to-end fashion
without any need to an extra module trained offline to generate
extra information. Moreover, the problem of reproducibility
of [2] as explained in section IV did not help us using their
system. These were the essential motivations of our choice to
improve the initial system.

III. OUR MODEL

A. PORBLEM FORMALIZATION

Given a conversation context C between two users as a
succession of n utterances ui such as C = {u1, u2, u3, ...un}.
The problem consists of selecting the next utterance un+1

called the response among a set of m candidate utterances
un+1 ∈ {r1, r2, r3, ..., rm}. We define the problem as a
ranking task in which we want to order candidate responses
by their increasing suitability to the conversation context. The
utterance with the highest score is then chosen as the next
utterance.

B. SYSTEM ARCHITECTURE

Inspired by the system of [1], we propose an improved
architecture of the LSTM dual encoder trained in end-to-end
fashion. The idea consists of representing the context C and
the response R using word embeddings. Then these word
embeddings e1, e2, .., ej are given in chronological order to
a recurrent neural network with LSTM cells called encoder.
The hidden layer of this network is updated each time a word
embedding is fed. The aim of the encoder is to provide a fixed
length vector for each input text which has a variable size. This
process is described in figure 1 with the dark frame, it is the
same as the one deployed in [1]. At the end we get the hidden
layer of the encoder C ′ and R′ which represent in this case
the hole context and the response respectively.
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Fig. 1. Architecture of our system based on LSTM dual encoder

Unlike the approach of [1], in which the candidate utterance
score is computed as the dot product between C ′, R′ and a
matrix of learned parameters M , we compute the score differ-
ently. In our approach the score is computed as a cross product
P between C ′ and R′ which reflects the similarity between
the context and the candidate response. The similarity vector
P is fed into a fully connected layer and transformed into
probability score using a sigmoid function. This architecture
is motivated by the fact that the context and the response share
common concepts (common words, sens, etc). These concepts
are first captured with word embeddings and then using the
encoders and the similarity, we capture semantic and syntactic
similarities.

The advantages of our system compared to the state of
the art ones are: (1) we do not require any external module
to provide extra information such us context and response
topics or related knowledge unlike [12] and [15]; (2) the
architecture is trained in end-to-end where the classification
error is back-propagated through the network to improve the
training process from the embedding layer to the probability
prediction; (3) we designed an utterance ranking system that
is domain independent. It means we can adapt this same ar-
chitecture from one assistance domain to another, for example
from Ubuntu to Visa and immigration assistances by simply
changing the dataset.

IV. EVALUATION AND RESULTS

A. Ubuntu Dialogue Corpus

[1] collected a large corpus of Ubuntu dialogues called the
Ubuntu Dialogue Corpus (UDC). The corpus contains around
one million written conversations between two users who
exchanged dialogues at lest three times. These conversations
are issued from the chat logs of the channel #Ubuntu on the
Freenode Internet Relay Chat (IRC)1. Conversations on this
source are multi users, some heuristics were applied on these
conversations in order to extract two-user discussions. Some

1For the period 2004-2015 available on https://irclogs.ubuntu.com/

of these heuristics are based on user name mention to identify
recipient and on a time frame of a fixed duration in order to
limit the conversation length and limit extracted discussions
to one subject [1].

These conversations are written in English, they address
different technical problems related to Ubuntu. The first ver-
sion V1 of the corpus raised some problems related to the
distribution of the data separation through the time and the
sampling procedure for the context length in the validation and
test sets, etc2. These bugs were addressed in the second version
V2 of the corpus and hence the results on these two versions
are not directly comparable. Table II summarizes statistics on
the V2 of the Ubuntu Dialogue Corpus.

# utterances (total) 7,100,000
# turns (total) 5,139,574
# words (total) 100,000,000

Min. # turns per dialogue 3
Avg. # turns per dialogue 4.94

Avg. # word per turn 10.34

# train samples 1,000,000
# test samples 18,920

# validation samples 19,560
TABLE II

STATISTICS OF THE V2 OF THE UBUNTU DIALOGUE CORPUS

The corpus contains 1 million of dialogues for training,
19,560 and 18,920 dialogues for validation and test respec-
tively. Each sample in the train is a triplet (context, response,
label). The label is set to ”1” if the response is the next
utterance of the given the context, else it is set to ”0”. In
the validation and test sets, each sample is composed of a
context and 10 candidate responses where one is the ground-
truth response and 9 are bad responses. The bad responses
were randomly sampled from the corpus. The task on this
corpus consists of ranking the good response (the ground-
truth response) on top of the bad candidate responses. We
chose to work on this corpus for mainly two reasons. First,

2More details on https://github.com/rkadlec/ubuntu-ranking-dataset-creator



its dialogue nature contrary to monologue datasets. Second,
many utterance ranking systems were evaluated on this dataset,
which provide a comparison environment for our approach.

B. Evaluation results

Evaluation of conversational systems is an open research
domain, in which there are no standard evaluation metrics [19],
[20]. We followed [1], [12], [15], [2] in using Recall@k as an
evaluation metric for our utterance ranking system. As attested
by [19], Recall@k is suitable for the response ranking task.
This metric measures the capacity of the system to rank the
the good response among the k top best responses retrieved
by our system.

While, the approaches of [12], [15], [2] were evaluated on
the V1 of the Ubuntu Dialogue Corpus, their evaluation was
not performed on the latest version of the corpus. Moreover,
they are not comparable between each other because the
test set used in each approach is not the same. For these
reasons the direct comparison between these approaches is not
straightforward. Therefore, we compared our approach to the
system of [1]. Even if the results reported on their first paper
were obtained on V1 of UDC, they released updated results on
the V2, in their second paper [4] and on their project web-page
on GitHub3.

Method Recall@1 Recall@2 Recall@5

TF-IDF [4] 48,8 % 58,7 % 76,3 %
RNN Dual Encoder [4] 37,9 % 56,1 % 83,6 %
LSTM Dual Encoder [4] 55,2 % 72,1 % 92,4 %
BiLSTM Dual Encoder* [11] 54,2 % 71,6 % 91,9 %

Similarity LSTM Dual Encoder 62,2 % 78,0 % 94,9 %
Similarity BiLSTM Dual Encoder 62,3 % 78,2 % 95,1 %

TABLE III
EVALUATION RESULTS USING RETRIEVAL METRICS RECALL@K. Note *:

WE EVALUATED THE APPROACH OF [11] ON THE V2 INITIALLY
EVALUATED ON V1 AND WE REPORTED RESULTS IN THE TABLE

In the table III, the first three rows report the system results
of [4] on the V2 of UDC. The BiLSTM in row 4 is the system
of [11] that we evaluated on the V2. Our system outperforms
with a good margin all these state of the art systems on all
Recall@k metrics. Recall@1 is a hard metric which evaluates
the capacity if the system to rank the best response on the rank
1/10 which is not easy to perform by an utterance ranking
system.

As explained in section III, the difference of the way we
compute the ranking score as a similarity between the context
and the response, we improve significantly the results. Thus we
gain around 7% on Recall@1. Moreover, using Bidirectional
LSTMs (BiLSTM) in our approach brings more gain on all
Recall@k metrics. With the BiLSTM we encode each input
in two different directions using two LSTMs into two vectors.
Then we concatenate the vectors to representative vector for
each of the context and the response.

3https://github.com/npow/ubottu/tree/master/

C. Prediction analysis

We analyzed the predictions made by our system on the
test set in order to understand the cases of good and bad
predictions. Table IV contains an example that has been
successfully classified regarding Recall@k. Our system ranked
the best response on top of the candidate utterances. Even
though the candidate responses do not share common words
with the context, our model was able to recognize the best
response and assigned it the highest probability.

Context Candidate responses

u1 how do i remove the chat
option from the envelope

0.98 i tried that but it’s still
there

icon at the top of the screen
i already delete empathy

0.25 thank the internet wasnt
working because of this

u2 i wouldn’t think so 0.22 thank so much
0.14 sorry not mean for you

TABLE IV
AN EXTRACTED EXAMPLE FROM THE TEST SET. OUR SYSTEM

SUCCESSFULLY RANKED THE BEST RESPONSE ON TOP OF THE CANDIDATE
UTTERANCES. NOTE THAT IN THIS EXAMPLE WE REDUCED THE NUMBER

OF CANDIDATE RESPONSES TO 4 FOR FORMATTING REASONS.

We are interested in error analysis and understanding as
possible the reasons of bad predictions made by our system.
We randomly chose a test sample on which the system was not
able to retrieve the best response as show in table V. In this
case, the expected response is thank you, whereas our system
predicted it’s only annoying when the cursor drag really slowly
to be the best response. Note that the other candidate responses
obtained a higher score compared to the ground-truth response.

Context Candidate responses

u1 http://www.howtogeek.com
how to add screensavers to
ubuntu 12.04 see also

0.99 it’s only annoying when the
cursor drag really slowly

http://askubuntu.com ques-
tions how can i change or
install

0.87 apt-get install hwinfo

u2 ok it won’t become an issue
on system upgrade

0.85 ok what is that ok just figure
it out you just help me out
haha

u3 then you probably just need
to log out back in to restart
indicator messages

0.27 thank you

TABLE V
AN EXTRACTED EXAMPLE FROM THE TEST SET. OUR SYSTEM FAILED IN
RANKING THE GROUND TRUTH RESPONSE thank you. NOTE THAT IN THIS

EXAMPLE WE REDUCED THE NUMBER OF CANDIDATE RESPONSES TO 4
FOR FORMATTING REASONS.

We estimate that this is mainly due to the generalization
capacity of our model in the case of complex contexts or
unseen data. Although we think that the candidate responses
randomly sampled could be potential responses such as the
third response in our example. It is as general as thank you
and we suppose that the corpus plays an important role in
building such response retrieval systems. More details about
the corpus are given in the next section.



D. Further analysis

We believe that the Ubuntu Dialogue Corpus contains
some bias which makes building utterance ranking systems
harder for at least three reasons. First, negative responses
are randomly sampled from the hole corpus without any
human judgment. Some negative responses could be potential
responses for the given context such as ”Thank you”, ”yes
!”, ”will try it”, etc. Second, the conversations of these
corpus were originally between more than two persons and
then some heuristics were used in order to reduce the multi-
user conversation to a two users. Thus the coherence of the
conversation when removing some important information risks
to be lost. Third, the nature of these conversations is chat,
which is very noisy compared to email, FAQ and forum
datasets which contain less abbreviations, typos, etc.

Despite all these disadvantages, we believe that it is impor-
tant to build dialogue models on this kind of datasets since
chat is a large and available source of conversations as well
as emails and forums. As an alternative solution, we can
recruit labelers to judge the candidate responses as positive
or negative and in these case we tolerate the possibility to
have multiple good utterances for the same context. In this
case, the Recall@k would not be the best metric to evaluate
next utterance ranking systems. Precision@1, Mean Average
Precision (MAP) and Mean Reciprocal Rank (MRR) will be
more appropriate in the case of presence of multiple good
utterances.

E. Parameter tuning

Word embeddings were initialized with Glove [21] pre-
trained on Common Crawl Corpus4 then fine tuned during
training5. The only preprocessing performed on the dataset is
tokenization, lemmatization and stemming available as options
when downloading the corpus. The System parameters were
updated using Stochastic Gradient Decent (SGD) with Adam
algorithm [22]. The model was trained on a single Titan X
GPU.

Initial learning rate was set to 0.001 and Adam parameters
β1 et β2 were set to 0.9 and 0.999 respectively. As regulariza-
tion strategy we used early-stopping and to train the model we
used mini batch of size 256. The size of word embeddings and
the size of the hidden layer of LSTM and BiLSTM were set to
300. We limited the size of both the context and the response
to 160 words. We implemented our system with Keras [23]
with Tensorflow[24] in backend. We release the code that
reproduces our results on https://github.com/basma-b/dual
encoder udc. These hyper-parameters were obtained with a
grid search on the development set.

V. CONCLUSION AND PERSPECTIVES
We proposed in this work an utterance ranking system based

on dual encoder by improving a state of the art response
retrieval system. Experimental results show that our approach

4http://commoncrawl.org/the-data/
5Note that we trained word embeddings on the training set without but no

improvement was observed.

brings significant improvements compared to the state of
the art systems. Our new approach based on semantic and
syntactic similarities between the context and response allows
to better distinguish between good and bad responses.

As a future work, we plan to re-evaluate the other state of
the art approaches [15], [2], [12] on the same test set of the
second version of the Ubuntu Dialogue Corpus. Our next goal
is to improve the context representation by modeling dialogue
utterances separately and then using attention mechanism [25],
[26] instead of simply concatenating them. We plan to evaluate
the impact of text preprocessing on the performances such as
removing stop words and replacing urls, numbers, etc with
specific tags. Moreover, an evaluation of our approach on
larger datasets and on other corpora of other languages such
as Baidu Tieba [15] and Douban [2] is planned.
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